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Structuring the vehicle network architecture into separate domains becomes 
highly meaningful. A powerful unit can be used to perform all domain-related 
tasks. 

Ethernet links CANopen domain controllers

The agricultural machinery 
market is advancing as fast 

as many other high-tech sec-
tors, and we see more and more 
start-ups and large companies 
moving into the market.

Major trends such as con-
nectivity and automation, as 
well as the growing ecosystem 
of software and hardware that 
needs to coexist and interoper-
ate, bring new challenges that 
must be addressed in the very 
first stages of the development 
of a mobile machinery – right at the drawing board. Above 
all, a machine will no longer be an independent entity, but 
will likely exist as part of a group of machines that form a 
higher entity.

All of these trends and technologies bring about three 
direct consequences for the electronic architecture of a 
vehicle:

 ◆ Higher bandwidth requirements are imposed on the 
vehicle ś communication channels.

 ◆ The machine’s electronics are becoming increasingly 
complex.

 ◆ Security must be improved.

Bandwidth requirements

In general, and across all verticals of mobile machinery 
markets, there is an increase in the amount of data being 
transmitted. Newer, more complex sensors and cam-
eras produce more data that needs to be processed by 
the control units and displays. Furthermore, the connectiv-
ity between different control units in different areas of the 
machine requires reliable data distribution over the elec-
tronic network.

Modern agricultural machines, such as tractors or 
highly automated harvesters, employ numerous CAN net-
works to enable communication within the control system, 
for example engine CAN or vehicle CAN.

For this purpose – depending on the application – 
the CAN-based Isobus (ISO 11783) is used in addition to 
allow communication with implements such as trailers. 
SAE J1939 is often used as a basic protocol for these CAN 
networks, which specifies a bit rate of 250 kbit/s. In the 
case of Isobus, an implement that offers virtual terminal cli-
ent functionality must transmit the associated object pool 

to the Isobus universal terminal in the machine. Depend-
ing on the specific features and functionality of the imple-
ment, this object pool can take up to a few megabytes. At 
250 kbit/s the transfer of data that occurs at start-up can 
take a significant amount of time, especially considering 
protocol overheads and the fact that the communication 
protocol is contention based and that the CAN network 
must be shared with other devices.

The bandwidth requirements of new technologies, 
such as the continuously increasing resolution of dis-
plays, IP cameras (in some cases with surround view func-
tionality), sophisticated fleet management systems using 
technologies from the IoT/Industry 4.0 world, as well as 
increasing automation of machine functions all exceed the 
currently available bandwidth by orders of magnitude. A 
single IP camera creates a data throughput in the range 
of 10 Mbit/s. A modern CAN-based system which includes 
complex gateways often has an overall bandwidth of 
approximately 1 Mbit/s to 2 Mbit/s, whilst future technolo-
gies will create a data volume that is up to three orders of 
magnitude higher than currently available. 

Several of these functions, especially the automa-
tion functions in the area of drive, steering, and working 
functions also set strict requirements on functional safety, 
security, and real-time capability. These requirements 
come to the fore when automation functions have to share 
the physical communication medium with other services, 
for example in a steer-by-wire system that shares a net-
work with the diagnosis system that has cloud access. In 
this case, it must be ensured that in the event of problems 
in the diagnosis system, the automation function continues 
to have guaranteed bandwidth and latencies, so that the 
steering continues to work reliably and safely, despite any 
unwanted network load created by the diagnosis system.

Figure 1: Domains separated by Ethernet interfaces using a ring topology (Source: 
TTControl)
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At this point the need for different paths and routes 
for data arises in order to transverse vehicles without 
compromising intended functionalities of each particular 
block. This can be achieved by utilizing alternative trans-
port technologies which operate side by side to create 
multiple network domains within the same architecture. 
Traditional control protocols can be implemented using 
CAN-based protocols, whereas bandwidth intensive appli-
cations and components can utilize the added capacity of 
Ethernet technology. Data then flows from one interface to 
the other as needed by the application. At the intersection 
of the different interfaces a central communication node 
ensures that the data is properly and efficiently transmit-
ted from source to destination. This communication node, 
or gateway, allows for the separation of different “zones” 
and enables the implementation of very complex systems 
using a segmented and scalable approach. 

It is worth noting that in the automotive market, 
which has very similar requirements to the agricultural 
market, the use of Ethernet is now pervasive, and stan-
dards based. Suppliers of Automotive Ethernet (100Base-
T1, 1000Base-T1) Socs are now in full production and the 
adoption rate is increasing. Adoption of the technology in 
the mobile machine market is slower but will grow in the 
coming years as the applications demand it. Standard Eth-
ernet (100Base-TX, 100Base-TX) is also present in many 
devices in the off-highway market, such as displays or 
telematics nodes, as it provides a way to connect to the 
machine with service computers and diagnostics tools.

Many industry players are already working on solu-
tions to address the increasing needs of bandwidth and 
capacity of machine architectures. Most notably the AEF 
and the group of companies that contribute to the Isobus 
standard have been working on the High Speed Isobus 
standard, which provides gigabit grade connections over 
unshielded twisted pairs and is based on existing Ether-
net technology.

Increase in complexity

New demands for advanced features are increasing the 
complexity of the electrical network within the vehicles, 
becoming a burden on the traditional levels of bandwidth 
and computing power. Until very recently, electronic control 
units were used almost exclusively for the control of elec-
trohydraulic systems, such as valves, actuators, etc. The 
code needed to implement said functionality was often sim-
ple enough to run on low-cost MCUs (micro-control unit). 
Today, controllers are morphing into sophisticated plat-
forms with high computational power that not only control 
other elements in the vehicle but also process enormous 
amounts of data at very high speeds. Increase of perfor-
mance no longer translates into an increase in the num-
ber of electronic units needed. The exponential increase 
of system complexity can only be met with very powerful 
electronic control units, with high performing CPUs (central 
processing unit), often with multiple cores running in paral-
lel, and external interfaces to match. 

As complexity increases, a domain-based archi-
tecture may prove useful in keeping complexity levels 
manageable and provides a more modular approach to 

http://www.all4can.com


18 CAN Newsletter 3/2019

software development. More-
over, significant amounts of data 
can be kept within the domain 
itself, avoiding an overload of the 
existing networks. Only data that 
needs to be shared by the differ-
ent domains would cross a com-
munication gateway. 

The different domains 
could be connected using Eth-
ernet technology if available on 
the domain controller unit, so 
that the CAN networks are not 
overloaded and remain reserved 
for the control applications. 
This segmenting into different 
domains might not be suitable 
for smaller machines that only 
require a very low number of 
control functions but as we con-
nect machines to the cloud and 
to other vehicles in the field, even 
rather simple devices begin to 
need some concept of domains. 
Figure 1 depicts an example of a 
machine with several domains separated by (automotive) 
Ethernet interfaces using a ring topology.

Need for improving security

Security will likely become one of the most, if not the most 
important topic in future designs of machines. As most 
machines today include both wired and wireless ports to 
connect to the outside world, it is already of the utmost 
importance to implement some type of security mecha-
nism for diagnostics ports, cloud platforms, or construc-
tion, and farm site infrastructures. Connectivity to cloud 
platforms for machine monitoring or farm management 
software products are now almost a firm requirement 
among all players, as unprecedented demands of effi-
ciency in the field require detailed analysis of processes 
and parameters related to the farm. These wireless inter-
faces are not the only potential point of entry for attackers; 
diagnostic or maintenance ports could also be used for 
entry to the electrical network of the machine. In essence, 
any physical port could be used for malicious or fraudulent 
purposes – the potential for such susceptibility only contin-
ues to increase. 

Smart farming and its associated technologies offer 
farmers the potential for reaping huge benefits by reducing 
cost and increasing crop yield, however it can also pose a 
threat to farmers and even machine manufacturers. Hack-
ers could target the farming sector for any number of rea-
sons, as we have seen in some other industries in the past. 
Potential threats could be ransom-demands for blocked 
machines, but also a breach of data collected by the farmer 
which could potentially provide significant value to crimi-
nal organizations. Machine manufacturers may also be at 
risk of losing money to tech-savvy owners who hack their 
machines in order to tweak performance levels or manipu-
late machine data for fraudulent purposes.

As we transition to higher levels of autonomy in 
the field, security becomes increasingly important, as 
machines will independently make decisions that could 
affect yield performance or even human life. If a machine 
is to operate on its own or be able to detect and react to 
obstacles, including humans, it is of the utmost importance 
that the machine and its associated functionalities have 
not been tampered with.

It is therefore a hard requirement on machines to 
have a strong security concept that ensures that any kind 
of attack or unwanted modification can be avoided. Such 
a security concept is implemented at machine level. It not 
only affects telematics units or diagnostics ports, but rather 
it should provide an end-to-end concept that safeguards 
each of the key elements of the machine. To this end, a 
specific unit is required within the vehicle that is in charge 
of “policing” data traffic coming in and out of the machine, 
and within the machine itself. This gateway should be 
involved in security sensitive procedures, such as firmware 
updates (over-the-air or local), diagnostics, and M2M com-
munications for machine control.

For example, the gateway could provide (amongst 
other measures) isolation between an “outside network” 
based on wireless connectivity and Ethernet and the “in 
vehicle network” based on CAN and potentially also Eth-
ernet. Telematics, diagnostics, and a WLAN connection 
could be connected to the gateway, and not directly to the 
devices on the CAN networks, such as the ECUs. 

A firmware update process triggered from the 
telematics unit (OTA FW update) or from the diagnostics 
port would then be authenticated by the security gateway 
before being executed. Encrypted communication could 
be enforced between the gateway and an outside device 
(PC, diagnostics device, etc.) by using protocols such as 
TLS in order to prevent “man in the middle” attacks or other 
unauthorized access attempts. Furthermore, TLS could be 

Figure 2: Illustration of vehicle architecture with a central communication node 
(Source: TTControl)
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used between the gateway and the ECUs connected to it to 
increase the level of security of the whole vehicle.

A secure boot mechanism could then be implemented 
where a check of the firmware images loaded in each of 
the control units would ensure that the machine is safe to 
operate. Any anomaly in the machine software could be 
detected and appropriate actions executed.

Another vehicle architecture is shown in Figure 2 in 
which a central communications node, or gateway is uti-
lized. This device provides data routing through the dif-
ferent domains and interfaces (CAN to CAN, CAN to 
Ethernet, Ethernet to Ethernet, HS-Isobus to display and/
or cloud, and so forth), as well as security mechanisms to 
avoid fraudulent use or malicious attacks.

Future and even present developments in the agricul-
tural sector only highlight and reinforce the importance of 
the three aforementioned consequences regarding vehicle 
architectures (increase of complexity, bandwidth require-
ments and necessary security efforts). For instance, the 
“Tractor Implement Management” (TIM) being imple-
mented as an Isobus functionality will allow the implement 
to automate some operations of the tractor. Implements 
from various manufacturers will work together with tractors 
from several different providers. At the same time the trac-
tor and the implement will also receive commands from 
other vehicles in the field and even real-time command and 
analytics information from cloud platforms. This combina-
tion of wired and wireless automation will require a very 
high degree of security and performance in order to ensure 
safe operations.

New devices, like the ones offered by TTControl, will 
be integrated in the vehicle architecture as centralized 
communications and control nodes or high-performance 
computing platforms. Displays will also experience 
significant increases in performance and complexity as 
operator assistance functionalities are integrated. New 
powerful CPUs with support for multiple cores operating 
in parallel, as well as real-time operating systems are key 
in addressing these new trends. Functional safety of the 
systems will also pose a major challenge in the new era 
of automation and digitalization of machines, especially if 
some machines are also to share the road with vehicles 
that are not part of the farm. This vision is being realized 
today – the introduction of new, scalable, and flexile 
architectures will play a critical role for the development 
speed of the farms of the future.                                                             t
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